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ABSTRACT— It focuses on fraudulent identities are implicated in 

various malevolent actions and are a significant component of advancing 

persistent threats. In order to identify phony profiles on social media, the 
current essay reviews the literature on this cutting-edge field of study. Fake 

social media account detection techniques include divide into two 

categories: those that capture coordinated activity across a large number of 
accounts, and those that analyze individual accounts. The paper outlines the 

methods for identifying phony social media accounts and clarifies the part 

that fake identities play in advanced persistent threats. 

 
Keywords—machine learning models, prediction model, fake profiles 

detection. 

INTRODUCTION 

An identity is an item that is affixed to a person but not a part of 
them. A person's name is a common example. Another illustration would 
be a passport, which would have the person's name, nationality, place and 
date of birth, digitally recorded fingerprints, and a digitally saved photo of 
themselves. A public key infrastructure that uses both private and public 
keys is a third example. Generally speaking, identity ought to be distinct in 
the sense that every item of identification should only be associated with a 
single individual. The individual in question may still be using many 
identities, such as the social security number or passport shown above. A 
typical example of this would be a modern passport. Authorities validate 
that the object attachment is authentic, meaning they ensure that the name, 
fingerprints, photograph, and date of birth correspond to the same 
individual. 

A user's profile typically serves as their identity on social networking 
platforms. Usually, it has the name and photo, along with maybe the 
birthdate and address. Nevertheless, the websites don't thoroughly verify 
that the individual whose name is mentioned in the profile actually created 
and maintains the account. Someone is utilizing someone else's identity if 
this is not the case. False identity is the term for this. It is also possible to 
make profiles with freely made-up names and other details that are 
unrelated to any actual individual in any nation. This identity is referred to 
as a fabricated identity in this instance. Even so, a picture of a genuine 
person, perhaps chosen at random from the Internet, may nonetheless be 
included in such a profile. Advanced persistent threats (APT) are 
complicated, coordinated, and long-lasting attempts to compromise 
targets in governmental, non-governmental, and commercial 
organizations. A significant part of these threats is played by false 
identities. False identities are frequently connected to other malevolent 
behaviors, such as spamming, inflating the user base of a program to 
boost its popularity, and so forth. 

Using social media platforms to pose as someone or fabricate an 
identity in order to build trust with the target is a common scenario for 
using false identities. This trust is then exploited, either by gathering 
more information for a spear 

phishing attack, carrying out a spear phishing attack, or by interacting 
directly with the target to obtain the desired information. In the follow-up, 
we refer to accounts that were initially legitimate but were later 
compromised as fraudulent accounts. Accounts that have personal 
information on them that does not belong to the individual who created 
them are also referred to as false. 

An account is deemed phony if it includes made-up personal 
information. Things that are used as identifiers have to be approved by the 
authorities of the nation they are issued in, acknowledged inside that 
nation and outside of it with the consent of other nations. Since no 
individual may issue an identity card on their own, many entities are in 
charge of providing valid identification. Credit cards are issued by banks 
and other financial institutions, while authorities use distinct 
dependability standards to issue identity cards and passports. Assigning 
each person a distinctive character string is one technique to generate 
unique digital identifiers for people. 

Take a social security number as an illustration. However, an 
individual can still establish a digital identity for herself. The creation of an 
email address or social network profile is an example of this type of 
identifier. In contrast, there are several identifiers in "cyber space" that 
can be linked to an actual person. Each of those are an email address or 
user name in various information systems, together with the associated 
password. Based on the conceptual and technological underpinnings of 
Web 2.0, social media is defined by Kaplan and Haenlein (2010) as a 
collection of Internet-based applications that facilitate the production and 
sharing of User Generated Content. According to Kietzmann et al. (2011), 
user identification is one of the most crucial components of social media 
platforms. 

Certain social media platforms encourage users to use their true 
identities, whereas for others, just having a pseudonym suffices. 
According to Douceur (2002), it is essentially difficult for a central, 
trustworthy authority to manage identity information in a computing 
environment where identities must be presented in a plausibly different 
way. 
Facebook is currently one of the most popular social media platforms, 
with over 1.80 billion users as of this writing. According to Facebook's 
annual report, between 5,5% and 11,2% of monthly active users globally 
in 2013–2014 were fraudulent (duplicate, undesired, etc.) (Facebook, 
2014). 
The current study focuses on a review of the literature on cutting-edge 
research that aims to identify phony social media profiles. 

 

Depending on whether we focus on the coordinated actions 

involving multiple fake social media accounts or on the unique traits of 

individual fake social media accounts and their social connections, these 

approaches will be reviewed. Yet, the approaches are less effective when 

used in the context of APT due to a number of limitations when viewed 

from the 
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standpoint of APT, such as the assumption of large-scale activities and the 

minimal negative impact of a fake account being discovered. The authors 

provide the findings of 28 publications they analyzed on false profiles on 

social media between 2010 and 2016. Using the keywords "fake profiles," 

"social media," "social network," and "false," Google Scholar was the 

main search engine that was used. 

 

2. IDENTIFICATION OF FALSE PORTRAITS 

In Advanced Persistent Threat (APT) scenarios, fictitious profiles on 
social networking platforms are frequently employed to obtain intelligence 
ahead of the attack, cultivate credibility, and disseminate malware or links 
for it. Additionally, these false personas are employed in various nefarious 
endeavors. The detection of fake identities in social media, both in real time 
and accurately, has been the subject of a substantial amount of research to 
date, with the goal of countering these actions. Generally speaking, the 
approaches to identifying fraudulent social media accounts can be divided 
into two categories based on the taxonomy developed by Song et al. 
(2015): those that analyze individual accounts (using both graph-based and 
profile- based techniques) and those that capture coordinated activity across 
a number of accounts. 

2.1 RANDOM OR MINIMAL USING FALSE 
ACCOUNTS ON SOCIAL MEDIA 

Different social network profiles are analyzed in a number of fake 
account detection techniques in an effort to pinpoint the traits—or 
combinations of traits—that aid in differentiating between real and 
fraudulent accounts. Specifically, a classifier that can identify bogus 
accounts is constructed by first extracting various aspects from the posts and 
profiles and then using machine learning methods to the data. 

For example, phantom profile detection and characterization in online 
social gaming apps is described in the study Nazir et al. (2010). The 
Facebook game "Fighters club," which offers rewards and a competitive 
edge to players who invite their friends to join, is the subject of this 
article's analysis. The authors contend that the game encourages users to 
make fictitious profiles by offering such incentives. The user would raise 
the value of the incentive for themselves by adding those false profiles to 
the game. Using support vector machines (SVMs), the authors first extract 
13 features for every gamer before classifying them. The study comes to 
the conclusion that there are no clear distinctions between genuine and 
fraudulent users suggested by these techniques. 

The identification of phone LinkedIn profiles is described by Adikari 
and Dutta (2014). With minimal profile data as input, the article 
demonstrates that 84% accuracy and 2.44% false negative rate may be 
achieved in the detection of fraudulent profiles. Techniques including 
principal component analysis, SVMs, and neural networks are used. A 
variety of characteristics are taken into consideration, including the 
amount of languages spoken, education, abilities, recommendations, 
interests, and awards. Ground truth is derived from the characteristics of 
known-to-be-fake profiles that are placed on specialized websites. Chu 
and colleagues (2010) seek to distinguish Twitter accounts that are 
managed by humans, bots, or cyborgs—that is, humans and bots 
operating together. Using pairs of words as features, an Orthogonal 
Sparse Bigram (OSB) text classifier is used to detect spamming accounts 
as part of the formulation of the detection issue. The algorithm was able 
to accurately identify between accounts that were managed by humans and 
those that were bots, thanks to additional detection components that 

evaluated the regularity of tweets and some account attributes including 
the frequency and types of URLs and the use of APIs. The goal of the Lee 
et al. (2010) study was also to identify spammy accounts on Twitter and 
MySpace. 

The scope of attributes was broadened in this study to include the kind 
and quantity of connections, in contrast to Chu et al.'s research. The 
Decorate metaclassifier was discovered to offer the best classification 
accuracy after a number of classifiers from the Weka machine learning 
package were tested. Apart from or in instead of analyzing the individual 
profiles, a variety of alternative methods rely on graph-based traits to 
differentiate between authentic and fraudulent accounts. Stringhini et al. 
(2010), for example, provide techniques for Twitter and Facebook spam 
identification. 

For a full year, the authors set up 900 social network honeypot 
profiles and collected all incoming messages and friend requests 
continuously. Following the collection and analysis of the user data from 
those who made these requests, roughly 16K spam accounts were found. 
The authors also looked into using machine learning to identify spammer 
profiles. The authors employed Random Forest as a classifier in addition 
to the variables used in the aforementioned studies. These features 
included message similarity, the presence of patterns underlying the 
search for friends to add, and the ratio of friend requests. 

C. Yang et al. (2011) focused their attention on finding strong 
features to identify Twitter accounts that were spamming. Four distinct 
classifiers were built by combining automaton, timing, neighbor, and 
graph-based characteristics with other features. Z. Yang et al.(2011) used 
a comparable method to identify phony accounts in Renren, albeit with a 
greatly reduced feature set. An indicator of the characteristics of the social 
graphs was the clustering coefficient. A 99% accurate classification rate 
was achieved by the SVMs classifier that was constructed using these 
features. Similar applications of graph features for the identification of 
phony profiles are suggested in papers by Conti et al. (2012) and Cao et al. 
(2011). The finding that bogus (Sybil) profiles usually link to other bogus 
profiles rather than authentic ones serves as the foundation for Cao et al. 
(2011)'s detection. The graph thus has a cut that separates the false and 
non-fake subgraphs. Conti et al. (2012) use an investigation of the 
distribution of friends over time as the foundation for their detection 
method. Boshmaf et al. (2016), on the other hand, assert that the theory 
that false accounts primarily friend other false accounts is untrue and 
suggest a novel approach for detecting false accounts: analyzing the 
attributes of victim accounts, or accounts that were friended by false 
accounts. Zang et al. (2013), on the other hand, suggested modeling the 
growth of the social network graph and identifying latent groups within it 
using a generative probabilistic block model, assuming that a Sybil 
account holder is unable to form a significant number of friendship 
relationships with non-Sybil peers. Identifying the accounts engaged in 
spam is a common goal of the profile- based techniques discussed above. 

But unlike spearphishing tactics, which are prevalent in advanced 
persistent threats, traditional spamming targets a vast audience of 
recipients, whereas spearphishing campaigns target a single person or a 
small group of recipients. Therefore, it's uncertain if these methods would 
work just as well to identify phony accounts connected to an advanced 
persistent threat if they weren't altered. This restriction is somewhat 
addressed in a work by Egele et al. (2015), who instead of describing the 
spamming account profiles try to identify instances in which a well-
known valid account gets (temporarily) compromised and engages in 
malevolent activity. 
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In order to achieve this, the authors are searching these 
accounts for behavioral anomalies by keeping an eye on the 
language and topic of the messages, the timing of their origin, 
URLs, use of direct engagement, and geographic closeness. 
These are employed in the sequential minimal optimization 
algorithm-based construction of an SVM classifier. The 
collection was semimanually labeled: messages including 
malicious URLs, abrupt topic changes, or harmful URLs on 
program description pages were deemed to be signs of 
compromised profiles. Egele et al. (2015) also investigated the 
concept of identifying (dis)similarities in user behavior. The 
authors want to identify spearphishing by analyzing the 
characteristics of individual email writers and determining 
whether a subsequent email truly originates from the same 
profile, even though their focus is on communication via email 
rather than social media. 

Consumers of following markets could be politicians or 
celebrities looking to appear like they have a greater fan base, 
or they could be Cyber criminals want to appear more 
legitimate so they can distribute spam and malware more 
quickly. Thomas et al. (2013) look into accounts that are sold 
on the black market to spread spam on Twitter. Using honeypot 
pages, De Cristofaro et al. (2014) analyze Facebook like farms. 
Black-market Facebook accounts are identified by Viswanath 
et al. (2014) through the examination of irregularities in their 
like behavior. Farooqi et al. (2015) look at SEO Clerks and 
MyCheapJobs, two black-hat web marketplaces. Fayazi et al. 
(2015) investigate internet reviews that have been altered.. 
Crowd turfing, which is a combination of large-scale phony 
account creation efforts, is a particular kind of Consumers of 
following markets could be politicians or celebrities looking to 
appear like they have a greater fan base, or they could be Cyber 
criminals want to appear more legitimate so they can distribute 
spam and malware more quickly. Thomas et al. (2013) look into 

Table 1: Profile-based methods for detecting fake social media accounts. 

Reference Ground truth Detection method Accuracy 

Adikari 

2015 

Known fake LinkedIn 

profiles, posted on 

special web sites 

Number of languages spoken, education, skills, recommendations, 

interests, awards, etc. are used as features to train neural networks, 

SVMs, and principal component analysis. 

84% TP, 2.44% FN 

Chu et al. 

2010 

Manually labelled 

3000x2 Twitter profiles as 

human, bots, or cyborgs. 

1. Text classification via Bayesian classifier 

(Orthogonal Sparse Bigram); 

2. Regularity of tweets; 

3. Frequency and types of URLs; the use of APIs. 

100% 

Lee et al. 

2010 

Spam accounts registered by 

honeypots: 1500 in MySpace and 

500 in 

Twitter 

Over 60 classifiers available in Weka are tried. Features include: i) 

demographics, ii) content and iii) frequency of content generation, iv) 

number and type of connections. The Decorate meta-classifier 

provided the best results. 

99,21% 

(MySpace), 

88,98% 

(Twitter) 

Stringhini et 

al. 2010 

Spam accounts registered by 

honeypots: 173 spam accounts in 

Facebook and 

361 in Twitter 

Random forest was constructed based on the following features: ratio 

of accepted friend requests, URL ratio, message similarity, regularity 

in the choice of friends, messages sent, and number of friends. 

2% FP, 1% FN 

(Facebook); 2.5% 

FP, 3.0% 

FN (Twitter) 

Yang et al. 

2011a 

Spam Twitter accounts defined 

as the accounts containing 

malicious URLs: 2060 spam 

accounts 

Graph based features (local clustering coefficient, betweenness 

centrality, and bi-directional links ratio), neighbor-based features (e.g., 

average neighbors’ followers), automation-based features (API ratio, 

API URL ratio and API Tweet similarity), and timing-based features 

were used to construct different classifiers. 

86% TP, 0,5% 

FP 

Yang et al. 

2011b 

1000 legit and 1000 fake 

accounts provided by Renren 
Invitation frequency, rate of accepted outgoing and incoming requests, 

and clustering coefficient were used as features for an SVM classifier. 

99% 

2.2 LARGE-SCALE OR COORDINATED USE OF 

FALSE SOCIAL MEDIA PERSONS 

As an example, in the context of online social network black 
markets including bots and phony accounts, many researchers 
concentrate on describing criminal actions involving the 
coordinated use of several accounts rather than analyzing 

individual profiles and their links. Twitter following markets are 
analyzed by Stringhini et al. (2013). They categorize the 
consumers of the markets and outline the features of Twitter 
follower marketplaces.Fake accounts (also known as "sybils") and 
compromised accounts, the owners of which are unaware that their 
list of followers is growing, are the two main categories of 
accounts that follow the "customer," according to the authors. 
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accounts that are sold on the black market to spread spam on 
Twitter. Using honeypot pages, De Cristofaro et al. (2014) 
analyze Facebook like farms. Black-market Facebook 
accounts are identified by Viswanath et al. (2014) through 
the examination of irregularities in their like behavior. 
Farooqi et al. (2015) look at SEO Clerks and My Cheap Jobs, 
two black- hat web market places. Fayazi et al. (2015) 
investigate internet reviews that have been 
altered.Crowdturfing, which is a combination of large-scale 
phony account creation efforts, is a particular kind of 
crowdturfing is malicious crowdsourcing. Song et al. (2015) 
study how to detect objects of crowd turfing tasks in Twitter. 

Wang et al. (2012), in particular, describe the workings of 
crowd turfing systems by both crawling the websites that are 
utilized to coordinate crowd turfing campaigns, as well as by 
carrying out a benign but comparable campaign of their 
own. 

 

These efforts are quite successful in hiring users, according to 
the authors, and because of their increasing popularity, they 
represent a significant security risk. Wang et al. (2014) 
investigate the applicability of machine learning techniques to 
identify crowdturfing campaigns and the resilience of these 
techniques to avoid being discovered by adversaries in a 
follow-up research. The study indicates that classical machine 
learning can identify crowdturfing employees with 95–99% 
accuracy; however, the identification may be circumvented 
rather simply if the workers modify their behaviour. 

The goal of Lee et al. (2014, 2015) is also to provide a 
technique for identifying crowdturfing operations. The authors' 
classification system wasmanaged to attain 97.35% accuracy in 
crowdturfing task identification. Furthermore, the authors 
developed a classifier that identified Twitter crowdturfing users 
with 99.29% accuracy by comparing the profiles of 
crowdturfing workers at Twitter with the generic Twitter user 
profiles. This classifier employed a number of differentiating 
factors, such as the following-to-friend ratio, tweeting activity, 
worker  account  graph  density,  and  follower-to- 
friend variability. 

CrowdTarget is an additional technique for identifying 
crowdturfing that Song et al. (2015) have presented. Instead of 
trying to identify employees, the writers concentrate on 
identifying the crowdturfing tasks' target objects (posts, pages, 
and URLs, for example). The suggested approach is more 
resistant to detection evasion strategies since it can reliably 
discriminate between benign tweets and crowdturfing with a 
true positive rate of up to 98%, even when they originate from 
the same account. The distribution of retweet times, the 
percentage of the most popular application, the number of 
unreachable retweeters, and the amount of clicks received were 
all shown to be discriminative factors.Unfortunately, 
crowdturfing detection methods also presume the existence of 

spamming campaigns, just like the methods above that target 
the detection of a large scale activity, and are therefore hardly 
able to detect a small-footprint activity carried out as a part of a 
targeted attack. 

 
 

CONCLUSION 

Malicious activities such as APT assaults, particularly in 
their early stages, sometimes employ false identities in the form 
of compromised or fake email accounts, social media accounts, 
phony or compromised websites, fake domain names, and 
malicious Tor nodes. By creating and executing a spear phishing 
assault or similar attack, the attacker(s) want to gain the target's 
trust through the use of these faux identities. Research indicates 
that the use of social media and fictitious identities therein is a 
major component of information gathering for a spear phishing 
assault. For this reason, it's critical to identify phony social 
media accounts as soon as you discover them.The detection of 
these fake accounts has been the subject of several recent 
research studies. These studies have examined the traits of 
individual profiles and their connections, or they have examined 
the similarities between the coordinated actions of multiple fake 
social media accounts, such as crowdturfing. Detection of Fake 
Profiles in Social Media - Literature Review 367. Most of these 
study papers include an underlying assumption that the 
proprietors of the phony social media accounts want to reach a 
wide audience of followers, which is their primary flaw. 

Such an assumption might be true for crowdturfing or typical 
spamming efforts, but the spear phishing tactics frequently 
utilized in APT show a distinct trend, focusing on a limited 
subset of people while remaining undetected elsewhere. The 
suggested detection method so frequently assume things that are 
uncommon in APT, including a high ratio of accepted buddy 
requests. It is reasonably simple for the attacker behind an APT 
to evade detection thanks to this false assumption and other 
evasion methods. However, certain studies are more relevant to 
APT instances because they focus on identifying the use of 
hacked social media accounts that only include one or a few 
accounts. These studies can identify instances in which the 
account's original user has been tampered with by using anomaly 
detection and one-class classification (Egele et al., 2015). Sadly, 
this only functions in cases where the authentic account has been 
compromised; it is unable to identify the existence of a phony 
account that is merely used to obtain data and then spear phish. 
It seems that the only way to identify these phony accounts and 
lessen the hazards associated with them is to increase awareness 
.In the interim, more research is required to develop fake identity 
detection techniques in APT that can identify specific bogus 
accounts with low activity profiles. This study contributes by 
reviewing the literature on recent studies that investigate the 
identification of phony social media profiles from the 
perspective of advanced persistent threats.

http://www.pragatipublication.com/


May 2024, Volume 14, ISSUE 2 

       Index in Cosmos 

    UGC Approved Journal 

      International journal of basic and applied research 

 www.pragatipublication.com 

ISSN 2249-3352 (P) 2278-0505 (E)   

Cosmos Impact Factor-5.86 

 

 

 

 

 

 

 

 

  

 

 

Page | 358           

 

 

 

 

          REFERENCES 

 

 

[1] Adikari, S., Dutta, K., 2014. Identifying Fake Profiles in Linkedin, in: PACIS 2014 Proceedings. Presented at the Pacific Asia 

Conference on Information Systems. 

[2] Douceur, J.R., 2002. The Sybil Attack, in: Revised Papers from the First International Workshop on Peer-to-Peer Systems, IPTPS ’01. 

Springer-Verlag, London, UK, UK, pp. 251–260. 

[3] Egele, M., Stringhini, G., Kruegel, C., Vigna, G., 2015. Towards Detecting Compromised Accounts on Social Networks. IEEE 

Trans. Dependable Secure Comput. PP, 1–1. doi:10.1109/TDSC.2015.2479616.Facebook,inc.,2014. 

Facebook annual report https://www.sec.gov/Archives/edgar/data/1326801/00013268 0115000006/fb-

12312014x10k.htm. 

[4] Farooqi, S., Ikram, M., Irfan, G., De Cristofaro, E., Friedman, A., Jourjon, G., Kaafar, M.A., Shafiq, M.Z., Zaffar, F., 2015. 

Characterizing Seller-Driven BlackHat Marketplaces. ArXiv150501637 Cs. 

[5] Fayazi, A., Lee, K., Caverlee, J., Squicciarini, A., 2015. Uncovering Crowdsourced Manipulation of Online Reviews, in: 

Proceedings of the 38th International ACM SIGIR Conference on Research and Development in Information Retrieval, SIGIR ’15. 

ACM, New York, NY, USA, pp. 233– 

242. doi:10.1145/2766462.2767742. 

[6] Jiang, M., Cui, P., Faloutsos, C., 2016. Suspicious Behavior Detection: Current Trends and Future Directions. IEEE Intell. Syst. 31, 

31–39. doi:10.1109/MIS.2016.5. 

[7] Kaplan, A.M., Haenlein, M., 2010. Users of the world, unite! The challenges and opportunities of Social Media.  Bus. 

          Horiz.  53,59–68. doi:10.1016/j.bushor.2009.09.003. 

[8] Kietzmann, J.H., Hermkens, K., McCarthy, I.P., Silvestre, B.S., 2011. Social media? Get serious! Understanding the functional 

building blocks of social media. Bus. Horiz., SPECIAL ISSUE: SOCIAL MEDIA 54, 241– 251. 

doi:10.1016/j.bushor.2011.01.005. 

[9] Kontaxis, G., Polakis, I., Ioannidis, S., Markatos, E.P., 2011. Detecting social network profile cloning, in: 2011 IEEE International 

Conference on Pervasive Computing and Communications Workshops (PERCOM Workshops). Presented at the 2011 IEEE 

International Conference on Pervasive Computing and Communications Workshops (PERCOM Workshops), pp. 295–

300. doi:10.1109/PERCOMW.2011.5766886. 

[10] Krombholz, K., Hobel, H., Huber, M., Weippl, E., 2015. Advanced Social Engineering Attacks. J Inf Secur Appl 22,113 122. 

Doi:10.1016/j.jisa.2014.09.005. 

[11] Dr. Rugada Vaikunta Rao, Mrs. A.Laxmi Prasanna , Mr. Gugloth Ganesh , Mrs.Vadla Anuja ,Mr.Konatala Lokesh , Dr.K.Vasanth 

Kumar. (2023). Securing Healthcare: A Fusion of AI and Blockchain for Medical Data Protection. Journal of Advanced Zoology, 

44(S2), 1396–1405. https://doi.org/10.53555/jaz.v44iS2.975 

[12] Krombholz, K., Merkl, D., Weippl, E., 2012. Fake identities in social media: A case study on the sustainability of the Facebook 

business model. J. Serv. Sci. Res. 4, 175–212. doi:10.1007/s12927-012-0008-z. 

[13] Lee, K., Caverlee, J., Webb, S., 2010. Uncovering Social Spammers: Social Honeypots + Machine Learning, in: Proceedings of the 

33rd International ACM SIGIR Conference on Research and Development in Information Retrieval, SIGIR ’10. ACM, New York, 

NY, USA, pp. 435–442. doi:10.1145/18354491835522. 

[14] Lee, K., Webb, S., Ge, H., 2015. Characterizing and automatically detecting crowdturfing in Fiverr and Twitter. Soc. Netw. Anal. 

Min. 5, 2. doi:10.1007/s13278-014-0241-1. 

[15] Lee, K., Webb, S., Ge, H., 2014. The Dark Side of MicroTask Marketplaces: Characterizing Fiverr and Automatically Detecting 

Crowdturfing. 

[16] Zang, W., Zhang, P., Wang, X., Shi, J., Guo, L., 2013. Detecting Sybil Nodes in Anonymous Communication. 

 

 

http://www.pragatipublication.com/
http://www.sec.gov/Archives/edgar/data/1326801/00013268
http://www.sec.gov/Archives/edgar/data/1326801/00013268

